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Abstract: The corona virus causes many respiratory diseases and RNA kind viruses can infect both
humans and animal. Artificial intelligence models are useful for successful analysis on biomedical field.
The corona virus is noticed by the subtype of artificial intelligence in deep learning procedure. Dataset has
three classes, that is: corona virus, pneumonia, and normal X-ray imaging. The original data set was
recreated with the Fuzzy Gray Level Difference Histogram Equalization technique, which is aimed for
color enhancement with eliminate noise on original images. Every fuzzy color is integrated with original
imagery to create the best quality image data for the novel data set. The stacked database compressor is
trained to Squeeze Net deep convolutional neural network model and the feature packages obtained via the
samples are processed by Anopheles search method. Subsequently, the efficient characteristics were
combined and classified by Butter Fly algorithm based parameter optimized Mask R-CNN. Here, it is clear
that the proposed strategy may contribute effectively to COVID-19 diagnosis.

Keywords: COVID-19, normal, pneumonia, fuzzy color techniques, stacking techniques, Anopheles search
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1. INTRODUCTION

Wuhan’s novel Corona Virus (2019-nCoV) is presently
causing concern within medical profession because the virus
is spreading throughout the world. On the end of December
2019, the count of cases imported from China to other
countries is increasing; therefore the epidemiological picture
is varying day by day [1]. Complete cases of the single virus
are emerging worldwide; the entire eye has focused on the

market of seafood at Wuhan, China, from outbreak source
[2].

Currently, COVID-19 is the main explanation of death
internationally, with main deaths found inUS, Spain, Italy,
China, the United Kingdom, and Iran. There are numerous
kinds of corona viruses, and such viruses are usually found
on animals. COVID-19 is exposed on humans, bats, pigs;
Cat, dog, rodent and chicken. COVID-19 symptoms
comprise pharyngitis, headache, fever, so on [3]. COVID-19
is transferred from one person to other through physically
contact. Lately, artificial intelligence (Al) has been broadly
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utilized to accelerate biomedical research. Through in-depth
learning strategies, Al is employed at numerous
applications, like image detection, data classification, and
segmentation [4]. The virus can spread to the lungs and
cause pneumonia in people with COVID-19. The first case
was find out on 1% Dec, 2019 and no contact with the
seafood market is reported. No epidemiological link is
initiated among primary patient and subsequent cases. In
total, its data show 13 of 41 cases had no relation toward
market [5]. This is a giant number, 13, without any
connection, says Daniel Lucy, an epidemiologist in
Georgetown University [6]. Therefore, previous reports by
Chinese health officials said that the primary health patient
began to show symptoms on 8" Dec, 2019, and that those
reports were easily related to the seafood market that closed
on 1* Jan [7].

Between the measures taken to stop the spread of the
virus, it may be an important issue to examine the genetic
sequence of COVID-19 by monitoring the progression of
the COVID-19 infection to see if it spreads internationally.
[8]. At present, these efforts depend upon sequencing the
COVID-19 genome in patient samples or on virus isolated
from patient samples within cell culture [9]. As expected,
infectious respiratory viruses are spread primarily by contact
with respiratory droplets (> 5 um). Though, there is growing
evidence that COVID-19 spreads the virus well into
particles (<5 um) in aerosols formed while coughs, sneezes,
breathes, speaks of infected patient [10]. Thus, controlling
the spread of virus becomes the foremost challenging task,
S0 it's necessary to detect the disease with high accuracy for
rapid enactment.

The main contributions are following,

e For proposing strategy to divide chest imaging of
COVID-19 infection as usual chest images and
pneumonia.

e An original dataset is versed inpre-image
processing ways. Initially, dataset is reproduced
through the Fuzzy Gray Level Difference
Histogram Equalization technique, which is aimed
for color enhancement and to get rid of noise
within original images.

e Secondly, the initial dataset Focus Stacking
system, every fuzzy color image is combined to
original images, as well as replacement dataset is
produced to form a better-quality image data.

e In the following step, stacked dataset is qualified
by Squeeze Net deep convolutional Neural
Network model and therefore the feature packages
acquired via the models are processed by
Anopheles Search Algorithm.

e Subsequently, efficient features were combined
and categorized by Butter Fly Algorithm based
parameter optimized Mask R-CNN Classifier.

e The proposed approach is implemented in
MATLAB and it's obvious that the model may
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professionally give to the detection of COVID-19
disease.

Remaining manuscript is mentioned as below, in
section 2 talks about the literature assess, and Section 3
describes the proposed method. Section 4talks about the
structure of dataset, deep convolutional neural network
models, and Anopheles search algorithm.Experimental
investigation is talk about on Section 5. Section 6 presents
the conclusion of this manuscript

2. LITERATURE REVIEW

Among the recent research works associated with COVID-
19, a number of the research works are reviewed here.

In Jelodar et al. in (2020) [11] have utilized the
automated removal of COVID-19 - consideration as social
networks and language process scheme supported by topic
modeling to discover numerous problems associated with
COVID-19 as public opinion. In addition, they explore how
LSTM can use a continuous neural network for sensory
classification from COVID-19 concepts. Additionally, the
experiments showed which the sample came with an
accuracy of 81.15%, which was the next precision of many
identified machine learning (ML) methods of COVID-19.

Rajaraman et al. in (2020) [12] have demonstrated the
use of repetitive pruned sets of deep learning methods to
identify lung expression of COVID-19 with chest
radiographs. The disease was caused using new serious
respiratory symptoms corona virus 2 called the new corona
virus (2019-nCoV). A wide variety of reconstructed image
net models were trained with assessed in level of patient
generally obtainable CXR groups for discovering
representations of modification-specific features. Learned
knowledge was well-designed for enhancing performance
and generalization within associated categorizing CXRs task
as usual, viewing bacterial pneumonia or corona virus
abnormality. The most effective performance modes were
pruned again and again for reducing the problem and
enhance memory effectiveness.

Wang et al. in (2020) [13] have introduced a completely
unique noise-resistant framework to discover noise labels
for the task of segmentation. They initially announce a loss
of dice robust to noise, which was loss of dice
generalization for separation and loss of mean absolute error
for strength next to noise; they establish COVID-19
pneumonia lesions segmentation network (COPLE-Net) to
best serve lesions through diverse scales and manifestation.
The experimental outcomes demonstrated were: (1) noise-
resistant loss of dice surpasses existing noise-resistant loss
functionality (2) COPLE-Net reaches greater execution to
next-generation image segmentation networks (3) adaptive
Self-ensemble framework considerably surpasses a routine
training procedure and outperforms other noise-resistant
training strategies within the noisy label learning scenario of
COVID-19 pneumonia injury segmentation.
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Li et al. in (2020) [14] have given an answer for
combating the virus during computing (Al). Few deep
learning (DL) process were explained to be successful in the
objective, together with generative adversarial networks,
extreme ML, long / short term memory. It outlines an
integrated bio-communication strategy within different
features of data, as a series of structured and unstructured
data sources were combined for creating user-friendly sites
for clinicians and researchers. The most benefit of Al-based
sites was accelerating the COVID-19 diagnosis and
treatment. The most current related medical publications
and information were researched through the aim of
selecting network inputs and objectives which would make
easy the achievement of a dependable artificial neural
network-based tool for COVID-19 related challenges.

Abdel-Basset et al. in (2020) [15] have aimed to rapidly
remove as chest X-ray imagery the tiny equal areas have the
recognizing characteristics of COVID-19. Here, presents a
hybrid detection method of COVID-19 supported by
improved marine predator algorithm (IMPA) for X-ray

Fuzzy gray level
difference histogram
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I
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image segmentation. RDR works to find the particles that
were not locate superior solutions in a successive number of
repetitions, and thus move those particles towards the most
effective solutions up to now. IMPA performance was
verified through entry levels among 10 and 100 in 9 chest
X-ray imageries compared to five algorithms: Equilibrium
Optimizer, whale optimization, sine cosine, Harris-Hawks,
Slap Swarm. The new outcomes show the hybrid method
surpasses entire methods for the variety of measurements.
Additionally, the efficiency of the method was integrated at
entire threshold levels within Structured Unity Index Metric
including Universal Quality Index Metrics.

3. PROPOSED METHOD

The proposed strategy aims to make the chest images
classification with data sets types. This can be a method of
separating the COVID-19 chest images of viral infections as
usualbreast images and pneumonia.
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Figure 1: Overall proposed methods
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This initial data set is seen in the previous image
dispensation modes.Within the initiative, inventive database
was recreated using fuzzy gray level difference equalization
technique, which aims to color enhancement and eliminate
noise on original images.In the next phase, an innovative
data set was produced with initial data set for fuzzy stacking
system, every fuzzy color image combined within the
inventive images for creating the better image quality. Deep
convolutional neural network models were employed;
therefore the stacked data set was trained by Squeeze Net
deep convolutional neural network models. Feature sets are
obtained through the models used in the Anopheles search
algorithm. Combining the efficient characteristics, the
butterfly system created successful outcomes on Mask R-
CNN classifier in the classification process.

4, MATERIALS AND METHODS
4.1 Dataset

Here, the three classes of data sets that is publicly available
(i) normal, (ii) pneumonia (iii) COVID-19. The initial
database of COVID-19 is shared in GitHub website by
Joseph Paul Cohen (Montreal University). In this database,
the image sets include MERS, SARS, COVID-19, so on
[16].

The second COVID-19 database has pictures produced
through the team of investigations from the University of
Qatar, physicians from Bangladesh, collaborators from
Pakistan as well as Malaysia. [17]. The 2 databases of
COVID-19 imagery were shared, then 295 images were
produced in one innovative dataset [18]. This dataset was
significant during this study for verifying COVID-19 chest
images by in-depth convolutional neural network model.
The second data set has chest images of normal and
pneumonia[19].

There are three classes in combined data set. Here,
collect the total 295 imagery at COVID-19 group. Normal
as well as pneumonia X-ray imagery class of 65 and 98.
Figure 1 demonstrates sample image of dataset.

Normal

Pneumonia

LA
COVID-19 [

Figure 2: Sample images employed on experimental analysis
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4.2 Pre-processing

The preprocessing is the beginning process. The
preprocessing system is employed to separate redundant
content like noise, lights, and background on provided chest
X-ray image. The pre-processing step is to standardize the
input and the image size previous to the feature
computation. The dataset is renovated by Fuzzy and
stacking procedure. To train the data sets by Squeeze Net's
deep convolutional neural network models and categorize
the models using BF-RF process.

421 Fuzzy gray level
equalization

(GL) difference histogram

GL differences are then blurred to cope with the
uncertainties present under input image. A fuzzy gray level
clipping range is calculated for controlling negligible
contrast development [20].

Fuzzy GL difference histogram balancing techniques
are featured to improve the contrast in the MR clinical
image and not to lose their naturalness. [21] In this case,
fuzzy GL is initially computed for eliminating uncertainties
under the histogram image, and then followed using
clipping process to manage the extreme expansion rate.

The size of input image ism x n,

I ={I(p,q)|0<p<m-1L0<g<n-1}

The pixel intensity of an input image placed at (a, b) is
denoted from | (a, b) =k,.
here, s e{01,....... L —13 where L implies count of intensity

levels.

In the following BSP is calculated at R region through
L x L dimension wherever the L = 5. The BSP operate from
description of the spatial structure, and it is essential to
handle noise, intensity inhomogeneity and lighting
variations on input image. The entire pattern of comparison
go to the R region connected to parameter T, = 0.3. This
parameter simply deals shadows on input image.
BSP P (i,,i.) defined the ratio among intensity of central
pixels gray level value i, and neighborhood intensity pixels
i,, is given by,

1 if i, i, [<T,,i,
0 otherwise

P(inic) ={ &)

Gray level difference among intensity of central pixel
i.through the linked coordinates (a, b) and the intensity of
the neighborhood pixel i,,by the linked coordinates (m, n)
on region R is computed as

Xy (@) =—[3 , > Plic(m.n,in(a, b)) ©
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Noise Removed image

Figure 3: Noise reduction by gray level difference histogram

The Gaussian membership function uses the described gray
level differences vaguely,

1(xd(a—b)]2
X (@ b)=e?t ©

here, ¢ implies Gaussian function that may be extended and
fitted an exacting weight for assigning the usual interval of
grey level difference. This method supports to get the Fuzzy
GL differences histogram.

hg@b)=>" (" Gu(@b)aimn)-g)
g=1{0;1;2;3;...:255}

here, g implies GL value, I (m, n) indicate pixel intensity
value on (m, n) in region R, delta function represents 3.

The noise reduction by fuzzy gray level difference
techniques in COVID -19, pneumonia and normal images
are in above figure 3.2.1
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4.3 Reconstructing image
4.3.1 Stacking techniques

Image stacking could be a image processing system, which
mixes multi-images taken or recreates them in changed
focal lengths [22]. This is a common way to enhance the
standard of photographs within the dataset. This method
aspires to remove noise as the initial image by combining a
minimum of two images on same row as well asseparating
image.

4.3.1.1 Reconstructing procedure

Let K,,(x,F,,F,)implies marginal Fourier transform of

y)
reconstructed target function f(x,y,z) regarding variable
(y,z) and then target function on range X=X, may be

improved via two-dimensional inverse Fourier transform of
K, ,(x=x,,F,,F,)withrespect to (F,, F,) which s,

f(x= Xoi Yo2) = L .[ Ky (x=%,, Fy,F,) xexp(jFyy + jF,2)dRy dF, (6)

4 Fy

where the constant amplitude factor in the Fourier integral is
deserted. Comparing equation (6) find the reconstruction of
Ky, (x=xy,Fy,F,) s,

Ky,z(xzxn!Fyle) :_L S(Fy, Furo)XS:n (Fw. Fy, ARy, (7)

where,
oo ®)
I:z =Fy

Basically, the beyond one-dimensional infdjral may be
implemented by adding the obtainable discrete values F,,

and Fourier transform digital implementation or their
inverse. Thus, the target function is expressed according to

discrete form of reconstruction at (X =X, ¥, )

F(x=x,,9,2) = IFFT{ Y [FFT,, { S(F 008, (R R F)AR, | (9)
Fy

During this study, Python and Pillow library is employed to
stack system [23]. The initial dataset is stacked on the
recreated dataset by Fuzzy system. Satisfactory results of
the Fuzzy system will give to the success of stack system.
The limit values within the stacking system are set with
opacity value, worth of 0.6, contrast value 1.5, brightness
value - 80, and combined ratio of 50% is selected. Such
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values may still vary in a database. Moreover, initial
database is located within the background; also the
structured database is located within overlay. The integrated

Input image
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illustration of first database by layering the structure and
database is demonstrated in Figure 4.3.1

Noise removed image

Image stanching techniques

Stacked image

Figure 4: Sub-image samples obtained using stack system.

4.3.2 Fuzzy color techniques

Fuzzy concept is established on the basis of the support of
their accuracy, and their subsequent degree is unsure. Fuzzy
color mechanisms carry a very significant role on image
analysis, as well as outcomes acquired in terms of similarity
functions utilized for color separation. Within fuzzy color
method, every input image has three input variables (red,
green and blue). The input and output values are resolute
step by step with training data.

Denoising scheme used is founded on the A statistic
explained at below lines. To utilize A instant of B for
theireffectivenessin detecting impulses. Assume every pixel

X, on RGB format (x (1), x (2), X (3)), n x n window W,
centered at x. let W be neighbors pixels of x inW,,
W =W, —{x}. To compute the B statistics the distance

dyx  Xi eW,. are stored in ascending order, obtain a non-
negative real setr; (X) like (X) <R (X) <......... <r. ().

Then given an integer 0 < & < n® —1,B,, denotes the « rank
ordered difference statistic, given by,

B, () =2 (¥ (10)

j=1

B, express the global distance amongx and ¢ closest
neighbors. This distance is predictableto be superior for the
noise fee pixels. The fuzzy metrics M, is employed for

obtaining the distancedx,xi,xiewxo, as it proven to

particularly sensitive to impulsive noise.
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s mintx (1), x;(1) }+P
Ma(xi!xj)_q]l{l max{xi(l),x-(|) j+P

(11)

The parameter P on equation (11)is set with 1024that has
confirmed to be a convenient value of RGB color vectors.
The fuzzy distance d,, =M,(x,x;) in a decreasing

sequence  s;(X)=S,(X)=......... 2s.,(x) the fuzzy

statistic A, is defined by,

A =TT s;0 (12)

j=1

The positive integer a on equation (12) is a parameter like
thate <n? —1. An impulse noise pixel will have a

minimum value of A since it is not probable to equal their
neighbors, where impulse free pixels are probable to A,

value nearer to one. A, (X) That is utilized to recognize
pixels that that are obviously impulsive or impulse free.

Input image

Feature extracted image
Figure 5: Original dataset obtained using Fuzzy Color system
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Every pixel within the image includes a degree of
membership in each window, and the degrees of
membership are computed depends on gap among window
and also pixel. The variation of the image is achieved to
degree of affiliation. Fuzzy color system consists of creating
the finishing exit entrance [24]. Figure 5 illustrates the
information of image structure.

4.4 Squeeze Net deep convolutional Neural Network
model

Squeeze Net, a deep learning model with an input size of
224x224 pixels, is made up of convolutional, grouping,
ReLU and Fire layers. Squeeze Net has no fully attached
layers or dense layers. Though, the layers of fire perform the
functions of those equal layers. The best thing about this
model is that it makes successful analysis by diminishing
the parameter number, thus diminishing the size efficiency
of the sample. The Squeeze Net model created more
successful outcomes, about 50 times less parameters to
AlexNet model, thus decreasing the model value [25].
Though the knowledge regarding the layers is suggested
within squeeze net model, the fireplace layers (F2, F3..., F9)
look like an innovative layer has two division, specifically
the parts of compression and expansion.

4.4.1 Convolutional Layer (CL)

The CL is defined as CNN base layer. It’s dependable to
pattern decisive characteristics. Here, the input image has
been sent via the filter. The consequential values of the filter
contain feature map. This layer utilizes few kernels, which
slide concluded the pattern for extracting lower with higher
level features at the pattern. The kernel has 3x3 or 5x5
shaped matrix to replace along input matrix pattern. Stride
factor is the count of phases adjusted for changing over
input matrix. The CL output is:

N
Xj =10 WY, b))

a=1

where, X J implies j feature map on layer I, Wj"l implies j

1-1

kernels at layer I-1, Y, implies feature map on layer I-1,

b'j signifies j feature map bias on layer I, N as count of
overall features on layer I-1, (*) signifies vector convolution

method.
4.4.2 Pooling Layer (PL)

After the CL, the 2" layer is defined as pooling layer. The
PL is typically utilized to feature maps developed for
dropping the count of feature maps with network.
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Parameters using consistent mathematical calculation,
here, max-pooling with global average pooling are utilized.
The max-pooling method chooses only the maximal value
depending on matrix size particular in every feature map, as
a result the output neurons are reduced. The global average
PL is employed prior to fully connected layer (FCL),
dropping data toward single measurement. After global
average PL, it is linked to FCL. Another intermediate layer
is dropout layer. The major aim of this layer is to avoid
network over fitting including divergence.

4.4.3 Fully Connected Layer (FCL)

FCL is the final as well as vital layer of convolution NN.
The functions of this layer like multiple layer perception.
Rectified Linear Unit (ReLU) activation operation is
typically utilized in FCL, when Soft ax activation operation
is utilized to forecast output imagery at final layer of FCL.
Mathematical calculation of these 2 activation operation is:

ReLU ()= 1> X0 (14)
¢ X)= X, x=0

g%
Soft max (X;) = ——— (15)

2
y=1
here X; indicates input data, m indicates count of classes.

4.5 Anopheles Search Algorithm

The algorithm scans the search space by random search to
remove needless information. The performance of the
Anopheles optimization algorithm is analyzed by well-
known optimization issues. Every solution point, the space
could be assumed a child, and its created scent will be in
their optimal proportions. Furthermore, the search agents on
solution space are considered to be equivalent; the density
odor in the natural space may be calculated simply as
below:

L=alog (C)+b (16)
here, L implies density of odor, C implies weber Fechner
chemical concentration coefficient, b refers tracking stable.
In equation (6), if a considered an inverse distance between
X; and point Y; and C is considered to be optimalpoint on
solution space according tothe location X;may be
consequent as below,

Odory v,

1 .
=———xlog( fitness(Y; b,0<b<05 (17
, Dist(XiYi)X o( (Y;) + a7
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D G (X)) =x; ()

j=1

Dist(X,Y;) = (18)

If b=0.5, the odor will enlarge. The closer value of b to their
upper one of Anopheles movement maximized. If b=0, then
the distance and optimality are employed for computing
Anopheles movement.

4.6 Classification method

4.6.1 Butter Fly Algorithm based parameter optimized
Mask R-CNNClassifier

The butterfly algorithm can also be used to improve the
randomness of large arrays of partially random numbers.
This method is used in the classification process for
separating characteristics into data classes. Select a location
outside of the class characteristics.

The deep convolutional neural network methods use
optimization systems and ease learning model tendencies.
Mask R-CNN optimization is a way to upgrade the weight
parameters on model structure in each repetition. This
models offer excellent training for every repetition. Though,
Mask R-CNN does not utilize entire input images on the
model when upgrading parameters.

4.6.2 Mask R-CNNclassifier

One of the most reliable learning algorithms accessible is
Mask R-CNN [26]. It creates an extremely precise classifier
for many data sets. Mask R-CNNis a pruned decision trees
compilation. When substantial training datasets and a very
significant number of input variables, are Mask R-CNNare
often used.

The Loss function of Mask=R-CNN is:

PL = Patass + Poox + Prask (19)

where, P+ Fox denotes detected similar as in rapid R-
CNN, Pdass + PbOX iS,

(16)
Pclass + Pbox Z Pclass Z L smoothe (20)
class i box j
PerassllL L [)=—L; log L, — (- L) log— L) (21)

Then, the P, is the average binary cross- entropy loss.

1
Prask == —5 Z X;; logox § +(1—in)log(1—OX}'i')]
N" 1qij<m

(23)
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where, F is the fitness function, C; indicates the number of

classified instance and T, the training samples.

Mask-R-CNN classifier is a successful ensemble
learning methods that is demonstrated to the proficient
methods in pattern recognition with ML for higher-
dimensional classification including skewed issues.
Consider a learning set
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L=((Ny,My).....Np, M) (20)
Consider m is the vectors, N € X here X denotes set of
numerical or symbolic observations, M eY here, Y
implies set of class labels. To classification issues, a
classifier is defined as mapping X —Y . A newly input
vector has been classified through every individual Mask-R-
CNN classifier.

Classification using butterfly algorithm
based on Mask R-CNN classifier

t ' ' r

Figure 6: classification model depending on Mask R-CNN classifier

5. EXPERIMENTAL RESULTS AND DISCUSSION

The AS algorithm is compiled in Python, the comprehensive
data regarding with source codes, analysis is provided
within web link on open ASCII text file. Jupiter Notebook is
an interface program employed to compile Python. Through
in-depth learning models, MATLAB (2019b) is employed
for software classification.

5.1 Performance metrics
5.1.1 Accuracy

The measure of the overall effectiveness of classification
system is named as accuracy.

Te +Ty
Tp +Ty +Fp + Fy

Accuracy = (21)

5.1.2Specificity

For identifying patterns of a negative class is computed to
measure the ability of the classifier.

T
Specificity :ﬁ
N TFp

5.1.3 Sensitivity

For identifying patterns of a positive class is computed to
measure the ability of the classifier.

T
Specificity = T—N (23)

N+ Fn
5.1.4 F-measure

F-measure creates the use of recall and precision is
described as

recall x precision

- . 24
measure recall + precision o
T
Recall= —P"— )
T +Fy
- . T
Precision = i 29)
p+Fp
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5.1.5 Mathews correlation coefficient (MCC)

Matthews Correlation Coefficient (MCC) is defined based
on true +ve (TP), true —ve (TN), false +ve (FP) and false —
ve (FN).

(To xTy) = (Fo xFy)

MCC = 2
[T+ Fy )(Tp + Fo)(Ty + Fo)(Ty + Ry I

(27)

5.1.6 Error rate

The number of all inaccurate forecast separated by a total
number in the data set is computed as an error rate.

Fo + Fy

Error,.,. =
T, 4Ty + Fp + Fy

(28)

The PPV and NPV is articulated as

PPV =P
To+Fp
T
NPV = —N
Ty +Fy

Although specimens belonging to the selected class are
properly recognized via classifier, such specimens are
placed in TP codes. Other models belonging to correctly
recognized opposite classes are within TN codes within the
confusing matrix.

Figure 7 shows the accuracy of the original data can
be calculated by COVID -19, normal and pneumonia. The
accuracy of proposed squeeze net convolutional neural
network provides 96.5 % higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
accuracy of the proposed squeeze net convolutional neural
network provides 79.47 % higher than Mobile net V2 and
Res net model. In pneumonia cases the accuracy of the
proposed squeeze net convolutional neural network provides
76.57 % higher than Mobile net V2 and Res net model. By
this our proposed squeeze net convolutional neural network
provides higher accuracy compared with Mobile net V2 and
Res net.

Figure 8 shows the accuracy of the fuzzy techniques
can be calculated by COVID -19, normal and pneumonia.
The accuracy of proposed squeeze net convolutional neural
network provides 98.95% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
accuracy of the proposed squeeze net convolutional neural
network provides 98.30 % higher than Mobile net V2 and
Res net model. In pneumonia cases the accuracy of the
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proposed squeeze net convolutional neural network provides
97.60% higher than Mabile net V2 and Res net model in
fuzzy techniques our proposed squeeze net convolutional
neural network provides higher accuracy compared with
Mobile net V2 and Res net.

Accuracy of Original Data
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&0
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20
10
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Figure 7: performance analysis of accuracy using original data

Accuracy (Vo)

Accuracy of Fuzzy Technique

Preumenia

100

o0
&80
70
60
40
30
20
10

0

COVID-19 Normal

N squcezcNel-CDNN
[ MobileNetV2 DL Model
[ ResNet DL Model

Accuracy (%)

Classifications

Figure 8: performance analysis of accuracy using fuzzy techniques

Figure 9 shows the accuracy of the stacked techniques
can be calculated by COVID -19, normal and pneumonia.
The accuracy of proposed squeeze net convolutional neural
network provides 99.86% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
accuracy of the proposed squeeze net convolutional neural
network provides 99.79% higher than Mobile net V2 and
Res net model. In pneumonia cases the accuracy of the
proposed squeeze net convolutional neural network provides
98.07% higher than Mobile net V2 and Res net model. In
stacked techniques our proposed squeeze net convolutional
neural network provides higher accuracy compared with
Mobile net V2 and Res net deep learning model.

Figure 10 shows the precision of the squeeze net
original data can be calculated by COVID -19, normal and
pneumonia. The precision of proposed squeeze net
convolutional neural network provides 85.57% higher than
Mobile net V2 and Res net model in COVID-19 cases. In
normal cases the precision of the Proposed squeeze net
convolutional neural network provides 93.13% higher than
Mobile net V2 and Res net model. In pneumonia cases the
precision of the proposed squeeze net convolutional neural
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network provides 97.14% higher than Mobile net V2 and
Res net model.in squeeze net original data of our proposed
squeeze net convolutional neural network provides higher
precision compared with Mobile net V2 and Res net deep
learning model.

Accuracy of Stacked Technique
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Figure 9: performance analysis of accuracy using stacked
techniques
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Figure 10: performance analysis of precision using original data

Figure 11 shows the precision of the fuzzy techniques
can be calculated by COVID -19, normal and pneumonia.
The precision of proposed squeeze net convolutional neural
network provides 98.13% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
precision of the proposed squeeze net convolutional neural
network provides 85.78% higher than Mobile net V2 and
Res net model. In pneumonia cases the precision of the
proposed squeeze net convolutional neural network provides
96.19% higher than Mobile net V2 and Res net model. In
squeeze net fuzzy techniques of our proposed squeeze net
convolutional neural network provides higher precision
compared with Mobile net V2 and Res net deep learning
model.

Figure 12 shows the precision of the stacked techniques
can be calculated by COVID -19, normal and pneumonia. A
precision of proposed squeeze net convolutional neural
network provides 97.63% higher than Mobile net V2 and
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Res net model in COVID-19 cases. In normal cases the
precision of the proposed squeeze net convolutional neural
network provides 91.58% higher than Mobile net V2 and
Res net model. In pneumonia cases the precision of the
proposed squeeze net convolutional neural network provides
95.29% higher than Mobile net V2 and Res net model.in
squeeze net stacked techniques of our proposed squeeze net
convolutional neural network provides higher precision
compared with Mobile net V2 and Res net deep learning
model
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Figure 11: performance analysis of precision using fuzzy
techniques
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Figure 12: performance analysis of precision using stacked
techniques

Figure 13 shows the specificity of the original data can
be calculated by COVID -19, normal and pneumonia. A
specificity of proposed squeeze net convolutional neural
network provides 91.67% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
specificity of the proposed squeeze net convolutional neural
network provides 79.58% higher than Mobile net V2 and
Res net model. In pneumonia cases the specificity of the
proposed squeeze net convolutional neural network provides
88.19% higher than Mobile net V2 and Res net model.in
squeeze net original data of our proposed squeeze net
convolutional neural network provides higher specificity
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compared with Mobile net V2 and Res net deep learning
model.
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Figure 13: performance analysis of specificity using original data

Figure 14 shows the specificity of the fuzzy techniques
can be calculated by COVID -19, normal and pneumonia. A
specificity of proposed squeeze net convolutional neural
network provides 98.67% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
specificity of the proposed squeeze net convolutional neural
network provides 97.58% higher than Mobile net V2 and
Res net model. In pneumonia cases the specificity of the
proposed squeeze net convolutional neural network provides
94.28% higher than Mobile net V2 and Res net model in
fuzzy techniques of our proposed squeeze net convolutional
neural network provides higher specificity compared with
Mobile net V2 and Res net deep learning model.
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Figure 14: performance analysis of specificity using fuzzy
techniques

Figure 15 shows the specificity of the stacked
techniques can be calculated by COVID -19, normal and
pneumonia. A specificity of proposed squeeze net
convolutional neural network provides 97.97% higher than
Mobile net V2 and Res net model in COVID-19 cases. In
normal cases the specificity of the proposed squeeze net
convolutional neural network provides 95.28% higher than
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Mobile net V2 and Res net model. In pneumonia cases the
specificity of the proposed squeeze net convolutional neural
network provides 93.28% higher than Mobile net V2 and
Res net model.in stacked techniques of our proposed
squeeze net convolutional neural network provides higher
specificity compared with Mobile net V2 and Res net deep
learning model

100 Specificity of Stacked Technique

90

80

60

I squeezeNel CDNN
50 [ MobileNetV2 DL Model
[ ResNet DL Madel

Specificity (%)

40

20

10

COVID-19 Normal Preumonia

Classifications
Figure 15: performance analysis of specificity using stacked
techniques

Figure 16 shows the sensitivity of the original data can
be calculated by COVID -19, normal and pneumonia. A
sensitivity of proposed squeeze net convolutional neural
network provides 95.91% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
sensitivity of the proposed squeeze net convolutional neural
network provides 78.58% higher than Mobile net V2 and
Res net model. In pneumonia cases the sensitivity of the
proposed squeeze net convolutional neural network provides
81.28% higher than Mobile net V2 and Res net model in
original data of our proposed squeeze net convolutional
neural network provides higher sensitivity compared with
Mobile net V2 and Res net deep learning model.
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Figure 16: performance analysis of sensitivity using original data

Figure 17 shows the sensitivity of the fuzzy techniques
can be calculated by COVID -19, normal and pneumonia. A
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sensitivity of proposed squeeze net convolutional neural
network provides 93.81% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
sensitivity of the proposed squeeze net convolutional neural
network provides 96.18% higher than Mobile net V2 and
Res net model. In pneumonia cases the sensitivity of the
proposed squeeze net convolutional neural network provides
87.98% higher than Mobile net V2 and Res net model.in
fuzzy techniques of our proposed squeeze net convolutional
neural network provides higher sensitivity compared with
Mobile net V2 and Res net deep learning model
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Figure 17: performance analysis of sensitivity using fuzzy
techniques

Figure 18 shows the sensitivity of the stack techniques
can be calculated by COVID -19, normal and pneumonia.
The sensitivity of proposed squeeze net convolutional neural
network provides 95.31% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the
sensitivity of the proposed squeeze net convolutional neural
network provides 91.18% higher than Mobile net V2 and
Res net model. In pneumonia cases the sensitivity of the
proposed squeeze net convolutional neural network provides
97.58% higher than Mobile net V2 and Res net model.in
stacked techniques of our proposed squeeze net
convolutional neural network provides higher sensitivity
compared with Mobile net V2 and Res net deep learning
model

Figure 19 shows the f-measure of the original data can
be calculated by COVID -19, normal and pneumonia. The f-
measure of proposed squeeze net convolutional neural
network provides 97.51% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the f-
measure of the proposed squeeze net convolutional neural
network provides 73.18% higher than Mobile net V2 model
and lowers than and Res net model. In pneumonia cases the
f-measure of the proposed squeeze net convolutional neural
network provides 81.28% higher than Mobile net V2 and
Res net model.in original data of our proposed squeeze net
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convolutional neural network provides higher f-measure
compared with Mobile net V2 and Res net deep learning
model
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Figure 18: performance analysis of sensitivity using stack
techniques
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Figure 19: performance analysis of f-score using original data

Figure 20 shows the f-measure of the fuzzy techniques
can be calculated by COVID -19, normal and pneumonia.
The f-measure of proposed squeeze net convolutional neural
network provides 98.31% higher than Mobile net V2 and
Res net model in COVID-19 cases. In normal cases the f-
measure of the proposed squeeze net convolutional neural
network provides 89.18% higher than Mobile net V2 model
and Res net model. In pneumonia cases the f-measure of the
proposed squeeze net convolutional neural network provides
91.23% higher than Mobile net V2 and Res net model.in
fuzzy techniques of our proposed squeeze net convolutional
neural network provides higher f-measure compared with
Mobile net V2 and Res net deep learning model

Figure 21 shows the f-measure of the stacked
techniques can be calculated by COVID -19, normal and
pneumonia. The f-measure of proposed squeeze net
convolutional neural network provides 94.42% higher than
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Mobile net V2 and Res net model in COVID-19 cases. In
normal cases the f-measure of the proposed squeeze net
convolutional neural network provides 96.38% higher than
Mobile net V2 model and Res net model. In pneumonia
cases the f-measure of the proposed squeeze net
convolutional neural network provides 97.53% higher than
Mobile net V2 and Res net model.in stacked techniques of
our proposed squeeze net convolutional neural network
provides higher f-measure compared with Mobile net V2
and Res net deep learning model.
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Figure 20: performance analysis of f-score using fuzzy techniques
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Figure 21: performance analysis of f-score using stacked
techniques

6. CONCLUSION

People with COVID-19 can experience permanent damage
within lungs that may lead to death. This study aims to
differentiate those with lung damage caused by COVID-19
as normal people or pneumonia. COVID-19 diagnosis was
administered by deep convolutional neural network models.
As it was significant to notice COVID-19 that is spreading
quickly and internationally artificial intelligence systems are
employed to do this exactly and rapidly. The novel features

Received on Sep 2020

of the proposed strategy were the use of pre-processing
stages of images. While pre-processing steps were used,
more effectual characteristics were removed as image data.
Through stacking system, every pixel of the equivalent
image was overlaid as well as pixels were increased to
minimum performance. Based on the proposed strategy,
efficient characteristics were removed by the ASA
algorithm. This model was designed for providing quicker
and accurate outcomes. Another innovative feature was
those features packages obtain with ASA were integrated to
enhance sorting performance. An overall accuracy of the
proposed method produces 97.12 in the squeeze net
convolutional neural network model.
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